
OR I G I N A L A RT I C L E
J o u r n a l S e c ti o n

Extended Observer‐Based Hybrid Tracking Control
Strategy for Networked System with FDI Attacks

Longyu Xu1,3 | Yong Chen1,2,3 | Meng Li1,3 | Longjie
Zhang1,3 | Gafary Mahmoud1,3

1School of Automation Engineering,
University of Electronic Science and
Technology of China, Chengdu, Sichuan
611731,China
2Yangtze Delta Region Institute (Huzhou),
University of Electronic Science and
Technology of China, Huzhou 313001,
China.
3Institute of Electric Vehicle Driving System
and Safety Technology, University of
Electronic Science and Technology of China,
Chengdu, Sichuan 611731,China

Correspondence
Yong Chen, School of Automation
Engineering, University of Electronic
Science and Technology of China, Chengdu,
Sichuan 611731, China
Email: ychencd@uestc.edu.cn

Funding information
National Natural Science Foundation of
China, Grant/Award Numbers: 61973331.

This paper studies the speed tracking control of networked
control systems (NCSs) with external disturbance and false
data injection (FDI) attacks. Firstly, the system model with
external disturbances and FDI attacks is built. Then, an ex‐
tended observer based on discrete time sliding function
and neural network (NN) is proposed to observe the ex‐
tended states and suppress the effect of external distur‐
bance and FDI attacks. Furthermore, a novel hybrid discrete‐
time sliding mode control (HDSMC) strategy combining dis‐
crete time sliding mode control with super‐twisting control
is designed to perform closed‐loop control of the system.
In which, the exponential term and nonlinear term are con‐
structed to restrain the jitters. The convergence and reach‐
ability of the slidingmotion are proofed. Finally, the validity
and feasibility of the proposed methods are proved by sim‐
ulations and experiments.
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1 | INTRODUCTION

NCSs are distributed control systems, whose components, including controllers, actuators, sensors, are scattered
in different parts of the network. The components constitute closed‐loop systems via network communication [1].
With the rapid development of network technology and computer technology, NCSs have aroused wide attention and

1



2 LONGYU XU ET AL.

have been applied in many fields such as DC motor control [2], networked‐vehicle [3], spaceflight [4], etc. Compared
to traditional field bus control systems, NCSs have diverse advantages in terms of less wiring, easy to extend, not
limited by distances, and so on. However, the introduction of the communication network results in the NCSs highly
vulnerable to various network attacks. With the frequent occurrence of industrial network attacks, network security
has become a key issue in network security, which has aroused wide concern [5].

There exist two main forms of attack: Denial ‐of Service attacks [6], and injection attacks [7], which will generate
the harmful signal for the network channels. In this paper, we are concentrated on the security tracking control
of NCSs under the FDI attacks, which have been studied by many researchers. In [7], to obtain the information of
the FDI attacks, a novel abnormal intrusion estimator for the attacks based on NN is proposed,and the delay and
packet loss are damped effectively. Furthermore, for NCSs under the stealthy FDI attacks, Mao et al. in [8] used the
characterized detectability conditions to detect and observe the attacks effectively. Inspired by this work, we apply
NN in observer design to estimate the FDI attacks and compensate for the attacks. Based on the observed system
information, Gao et al. studied the problem of alarm response of cyber‐physical systems with FDI attacks in [9]. The
size of transmitted packages needs to be reduced due to the bandwidth of the communication networks. An optimal
weighting fusion criterion is designed by establishing convex optimization problems to lessen the quantization errors.
In [10], for the speed tracking control of networked systems under FDI attacks, a networked predictive control method
based on a Kalman filter is proposed to predict and detect the attacks to weaken the attack effects. Based on a NN
observer, [11] proposed a resilient control to compensate the influence of the FDI attack for the Networked smart
grid systems. Compare with the linear quadratic control method, the resilient control had improved performance in
the tracking control experiments. Furthermore, In [12], to analyze the influence of the FDI attacks for the tracking
control, Pang, et al. studied the optimal design of the FDI attacks for the NCSs, which can show us how the FDI
attacks destroy the tracking performance of the control systems. The above literature mainly analyzed the aspects
of invasion estimation and interference prediction. However, researches in effective control methods of NCSs with
attacks are still inadequate. As the results shown in [12], the jitters caused by FDI attacks are worrying and they will
destroy the stability of the NCSs, which remain challenging and need further research.

Sliding mode control (SMC) is a significant methodology for nonlinear control has positive impact on the improve‐
ment of robustness [13]. SMChas a simple structure but responds fast and can overcome uncertainties [14]. To reduce
jitters and improve control precision, many different types of SMC methods have been studied [15][16][17][18]. In
[19], for the problems of unknown parameters, model uncertainly, and external disturbance, a robust adaptive nonsin‐
gular terminal sliding mode control method is proposed. In [20], a discrete‐time fractional‐order terminal sliding mode
control method is presented for linear motor, which can maintain high‐precision tracking control. Xu et al. in [21] pro‐
posed an SMC strategy based on terminal sliding mode surface, which designs a new second‐order discrete‐time SMC
strategy for precision motion control of piezoelectrically driven Nano‐positioning devices. This strategy is easy to re‐
alize and eliminates the use of state observers by using the feedback of output value. In [22], a discrete‐time reaching
law‐based sliding mode control method is shown to effectively control the disturbed discrete‐time system. Liu et al.
in [23] proposed an adaptive fractional sliding mode control method based on radial basis function NN, which can
online update to approximate the nonlinear system. Though there have been many previous research results, some
problems still need to be further studied. For example, there are few kinds of research on using neural networks in
discrete systems. The application of sliding mode control to networked systems with network problems is inadequate
Also, the hybrid sliding mode control strategy combining different control methods is not enough researched.

Motivated by the abovementioned researches, themainwork in this paper can be summarized: (i) according to the
modeled NCSs with external disturbance and FDI attacks, an extended functional observer based on sliding mode and
radial basis function neural network is proposed to suppress the errors of system states which are induced by external
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disturbance and FDI attacks. Differently, the neural network is applied to estimate the attacks and compensate for the
attacks. (ii) Then, a hybrid discrete‐time control strategy is designed, which combines the super‐twisting algorithm
with discrete‐time sliding mode control. Different from the traditional algorithm, the sliding surface and reaching
law are designed, in which nonlinear term and exponential term are introduced to optimize the jitter suppression
effect. The convergence and reachability of sliding motion are proved subsequently. Finally, the effectiveness of
the proposed method is illustrated through simulations and experiments. The rest of this paper is constructed as
follows. In section 2, the system with external disturbance and attacks is modeled. The extended functional observer
is designed and proved in section 3. Then, in section 4, the HDSMC method is designed to improve the control
effectiveness. The convergence and reachability are also analyzed. Section 5 shows the simulation and experiment
results. Finally, conclusions are summarized in section 6.

2 | PROBLEM DESCRIPTION

In this part, the networked system is modeled. In this model, due to signal interference or other external disturbances,
the systems usually gets disturbed. Also, the output signal of the sensors delivered to the controller is transmitted via
the network, where the attacker attempts to use the FDI attack to inject false data into the transmitted data, which
will also be affected by the network noises and make the signal different from the original. In which case, if without
an appropriate suppression strategy, the system may become unstable.
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F IGURE 1 Networked control system with external disturbance and FDI attack

Based on the above, consider the networked system with FDI attack and external disturbance as follow, the
structure is shown in FIGURE 1.

x(k + 1) = Gx(k) + Hu(k) + w(k) (1)

y(k) = Cx(k) +Ψ(k) (2)

where k represents the discrete‐time index, x(k) = [x1(k), x2(k), … , xn(k)]T, u(k) are the state and control input.
w(k) = [w1(k),w2(k), … ,wn(k)]T is disturbance introduced by network or system parameter drift, which satisfies
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the energy constraint ‖w(k)‖2 ≤ W . Ψ(k)is the and measurement channel noise function. The attacker launches
FDI attacks with limited energy ‖Ψ(k)‖2 ≤ ψ, ‖Ψ(k) −Ψ(k − 1)‖2 ≤ Ψd for the output signal y(k) to offset the right
signal.

Remark 1: Here, we mainly concentrate on the false data injection on the sensor measurement channels. For the
simplification of the control design, the other interferences should be simplified or merged. As shown in (1), the
external disturbances considered in this paper are the system disturbances, which are generated by the network
noises in actuator communication channels and system operating environment noises. As the work described in
[24] and [25], the system disturbances can be regarded as the unknown input. In our work, we concentrate on
the network channel noises, which will be input through the control input channels and the corresponding function
can be expressed as Hwn(k). The other system noises come from the external environment can be expressed as
Hrwe(k). Then, we can get the general model of the system w(k) = Hwn(k) + Hrwe(k) for the convenience of the
controller design. The false data injection attacks will violate data integrity through modifying data packets [26]. For
the observer/estimator‐based control system, the attackers can inject the false data into the measurement channels,
which will cause negative impact on the accuracy of the observer/estimator [27]. Considering the above problems,
we mainly concentrate on the resistance of the attacks on sensor channels and improve the observer‐based control
performance. Moreover, there will exist network noises in the sensor measurement channels, which can be expressed
as d(t) and the attacks are Ψs(k). In this paper, because the disturbances and attacks both exist in the sensor channels
at the same time, we regard them as the malicious unknown inputs Ψ(k) = d(t) +Ψs(k) and avoid dealing with these
two problem separately.

3 | ATTACK AND DISTURBANCE SUPPRESSION DESIGN

In this part, a discrete‐time extended functional observer combining SMC with radial basis function (RBF) NN is
designed to effectively reduce the influence of FDI attack and external disturbance. And the convergence is analyzed.

3.1 | Design of Extended Functional Observer

Let ̄x(k) = [x(k),Ψ(k)]T, ̄E = [In,0n×p], Ḡ = [G,0n×p] and C̄ = [C, Ip]. So, the system can be redesigned as follows

⎧{
⎨{⎩

̄E ̄x(k + 1) = Ḡ ̄x(k) + Hu(k) + w(k)
y(k) = C̄ ̄x(k)

(3)

Design an extended functional observer as following [14]:

⎧{
⎨{⎩

℘ (k + 1) = M℘ (k) + Ny (k) + Fu (k) + v(k)
̂̄x (k) = ℘ (k) + Jy (k)

(4)

in which, ℘ (k) is a temporary value introduced in to help estimate the extended system states. ̂̄x (k) represents the
estimated value of ̄x (k). Matrices M,N,F,J denote the observer parameters. v(k) here is used to compensate for the

external disturbance. Define R = ⎡⎢
⎣

In
−C

⎤⎥
⎦
,S = ⎡⎢

⎣
0n×p
Ip

⎤⎥
⎦
, assume that the pair (RḠ, C̄)is observable.

Theorem1: For the systemmentioned in (3), along with the observer proposed in (4), ifw(k) = 0 and the pair (RḠ, C̄)is
obervable, the estimation error ̄e(k) = ̂̄x(k) − ̄x(k) will converge to zero.
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The parameters of the observer can be calculated as:

M = RḠ − ZC̄ (5)

where Z is a gain matrix.

Proof: To make the analysis process easier without losing the truth, we let w(k) = 0 as [14], multiply R to the
first equation of (3) equals:

R ̄E ̄x(k + 1) = RḠ ̄x(k) + RHu(k) (6)

Add Sy (k + 1) to (6), according to the second equation of (3), (6) can be written as:

SC̄ ̄x (k + 1) + R ̄E ̄x (k + 1) = RḠ ̄x(k) + RHu(k) + Sy (k + 1) (7)

Notice that SC̄ + R ̄E = In+q. Hence (7) equals

̄x (k + 1) = RḠ ̄x(k) + RHu(k) + Sy (k + 1) (8)

Define Λ (k) = RHu(k) + Sy (k + 1), system (3) can be represented as

⎧{
⎨{⎩

̄x (k + 1) = RḠ ̄x(k) + Λ (k)
y (k) = C̄ ̄x (k)

(9)

Hence, the observer can be designed as

̂̄x (k + 1) = RḠ ̂̄x(k) + Λ (k) + Z (y (k) − C̄ ̂̄x (k)) (10)

Define ℘ (k) = ̂̄x(k) − Sy (k), so that

℘ (k + 1) = ̂̄x(k + 1) − Sy (k + 1)
= RḠ ̂̄x(k) + Λ (k) + Z (y (k) − C̄ ̂̄x (k)) − Sy (k + 1)
= RḠ ̂̄x(k) + RHu(k) + Sy (k + 1) + Z (y (k) − C̄ ̂̄x (k)) − Sy (k + 1)
= RḠ ̂̄x(k) + RHu(k) + Z (y (k) − C̄ ̂̄x (k))
= (RḠ − ZC̄) ̂̄x(k) + RHu(k) + Zy (k)
= (RḠ − ZC̄) (℘ (k) + Sy (k)) + RHu(k) + Zy (k)
= (RḠ − ZC̄) ℘ (k) + (RḠ − ZC̄) Sy (k) + RHu(k) + Zy (k)
= (RḠ − ZC̄) ℘ (k) + RHu(k) + [(RḠ − ZC̄) S + Z] y (k)

(11)

Combining (11) with the observer (11), the parameters of the observer can be calculated as (5). This completes
the proof.
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3.2 | The NN observer design and convergence analysis

Define the observer error as follow

̄e(k) = ̂̄x(k) − ̄x(k) (12)

According to (8), (10), (12), ̄e (k + 1) equals:

̄e(k + 1) = ̂̄x(k + 1) − ̄x(k + 1)
= RḠ ̂̄x(k) + Λ (k) + Z (y (k) − C̄ ̂̄x (k))
−RḠ ̄x(k) − RHu(k) − Sy (k + 1)
= RḠ ̂̄x(k) + RHu(k) + Sy (k + 1) + Z (y (k) − C̄ ̂̄x (k))
−RḠ ̄x(k) − RHu(k) − Sy (k + 1)
= RḠ ̂̄x(k) − RḠ ̄x(k) + Z (y (k) − C̄ ̂̄x (k))
= (RḠ − ZC̄) ̄e (k)

(13)

Define Δ ̄e (k) = ̄e (k) − ̄e (k − 1), and introduce the sliding function as follow:

s(k) = q1 ̄e(k) + q2Δ ̄e(k) (14)

where q1 > 0, q2 > 0 are the corresponding parameters. Design the sliding mode control input as follow:

us (k) = μsign (s (k)) ⋅ |s (k)|1/2 (15)

where μ > 0 is the control parameter, sign (f (k)) represents the sign of function f (k).
The sliding mode control law can be defined as:

v (k) = λ1us(k) + λ2un(k) (16)

where the term un(k)is an adaptive compensation derivate from NN. λ1 > 0 andλ2 > 0 are the weight parameters,
which satisfy λ1 + λ2 = 1.

The RBF NN is used to approximate the desired bound of the system uncertainties as:

̂Φ̄( ̂x, Ŵ) = ŴTφ( ̂x) (17)

where ̂x is the input of the RBF NN, Ŵ ∈ Rnis the weight vector of the RBF NN, n is the number of nodes in the
hidden layer, and the vector φ( ̂x) ∈ Rn is Gaussian type of functions defined element‐wise as:

φi( ̂x) = exp(−( ̂x − ci)
T( ̂x − ci)/σ2i ), i = 1, ⋯ , n (18)

where ci ∈ Rm×n and σi ∈ Rndenote the center and width of the ith hidden node respectively and they are predeter‐
mined by using the local training method [28].

There exists an arbitrary positive constant ζ0, an optimal constant weight vectorW∗ such that the output of the
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optimal RBF NN with enough hidden nodes satisfies:

W∗φ( ̂x) − Φ̄(k) = ζf < ζ0 (19)

where ζf denotes the error between the desired upper bound and the estimated upper bound obtained from RBF NN.

To design the RBF NN‐based DSMO, the adjustment of the weight vector and the analysis of the estimation error
convergence, the input of the DSMO can be designed as below.

Supposing the ideal input of un(k) as u∗
n (k), u∗

n (k) satisfies the following formulation:

u∗
n (k) = W∗Th (z) + ε (z) (20)

There exists positive constantWm and εm such that the optimal constant weight vectorW∗ and the approximate
error satisfies:

∥W∗∥ ≤ Wm, |ε (z)| ≤ εm (21)

Define the actual NN weight as Ŵ (k), so that the control law designed by RBF NN is shown as follow

un (k) = ŴT (k) h (z) (22)

where h (z) is the output value of Gaussian type of function, z Δ= ̄x (k) is the input value of RBF NN.
According to (22), the following conclusion can be obtained:

un (k) − u∗
n (k) = ŴT (k) h (z) − W∗Th (z) − ε (z) (23)

Define W̃ = W∗ − Ŵ so that

un (k) − u∗
n (k) = W̃T (k) h (z) − ε (z) (24)

Select the weight update algorithm as follow:

W̃ (k + 1) = W̃ (k) − η (h (z) ̄e (k + 1) + ϑŴ (k)) (25)

where η and ϑ are positive. Based on above, (25) can be derivate as

Ŵ (k + 1) = Ŵ (k) − η (h (z) ̄e (k + 1) + ϑŴ (k)) (26)

According to (16), (20), (22)

W̃T (k) h (z) = ̄e (k + 1) + ε (z) (27)

From the observer designed, the estimated states ̂x(k) and estimated FDI attack ψ̂(k) can be obtained.
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̂̄x (k + 1) = (I − JC̄)−1 {[M + (N − MJ) C̄] ̂̄x (k) + Fu (k) + v(k)} (28)

Define the matrices as follow to simplify the equation: Θ1 = (I − JC̄)−1 [M + (N − MJ) C̄], Θ2 = (I − JC̄)−1
F,

Θ3 = (I − JC̄)−1
. Since ̂̄x (k) = ⎡⎢

⎣
̂x (k)
ψ̂ (k)

⎤⎥
⎦
, the extended system can be reshaped as:

⎡⎢
⎣

̂x (k + 1)
ψ̂ (k + 1)

⎤⎥
⎦

= ⎡⎢
⎣
Θ11,Θ12
Θ13,Θ14

⎤⎥
⎦

⎡⎢
⎣

̂x (k)
ψ̂ (k)

⎤⎥
⎦

+ ⎡⎢
⎣
Θ21
Θ22

⎤⎥
⎦
u (k) + ⎡⎢

⎣
Θ31
Θ32

⎤⎥
⎦
v (k) (29)

Hence, the original state can be written as:

̂x (k + 1) = Θ11 ̂x (k) +Θ12ψ̂ (k) +Θ21u (k) +Θ31v (k) (30)

Remark 2: In this part, a novel observer is designed based on the sliding mode theory and neural networks. Through
the RBF NN (17), the uncertainties information that include attacks and disturbances can be obtained and compen‐
sated. The design of the adaptive law (25) and sliding mode control law (15) make the stability of the systems. In the
next part, the convergence of the observation errors and unknown parameter estimation errors will be analyzed.

Theorem2: By implementing theNNobsever (30) with adaptive law (26), the observer error (12) andweight estimation
error W̄ will be convergent with the parameters which satisfy:

⎧{{
⎨{{⎩

g ≥ 1
0 < η (1+ ϑ) l ≤ 1− 1

g

0 < η (l + ϑ) ≤ 1
(31)

Proof: The Lyapunov function is considered as follow:

V(k) = ̄e2(k) + 1
η W̃

T (k) W̃ (k) (32)

Thus, ΔV(k) Δ= V(k + 1) − V(k) equals:

ΔV(k) = ̄e2 (k + 1) − ̄e2 (k) + 1
η (W̃T (k + 1) W̃ (k + 1) − W̃T (k) W̃ (k))

= ̄e2 (k + 1) − ̄e2 (k) + 1
η [W̃ (k) − η (h (z) ̄e (k + 1) + ϑŴ (k))]T×

[W̃ (k) − η (h (z) ̄e (k + 1) + ϑŴ (k))] − 1
η W̃T (k) W̃ (k)

= ̄e2 (k + 1) − ̄e2 (k) − 2W̃T (k) h (z) ̄e (k + 1)
−2ϑW̃T (k) Ŵ (k) + ηhT (z) h (z) ̄e2 (k + 1)
+2ηϑŴT (k) h (z) ̄e (k + 1) + ηϑ2ŴT (k) Ŵ (k)

(33)

in which, ∣hi (z)∣ ≤ 1,‖h (z)‖ ≤ l
1/2 ≤ l,hT (z) h (z) = ‖h (z)‖2 ≤ l,i = 1,2, ..., l.
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So that following conclusion can be obtained:

2ϑW̃T (k) Ŵ (k)
= ϑW̃T (k) (W̃ (k) − W∗) + ϑ(Ŵ (k) − W∗)TŴ (k)
= ϑ(∥W̃ (k)∥

2
+ ∥Ŵ (k)∥

2
+ W̃T (k)W∗ − W∗Ŵ (k))

= ϑ(∥W̃ (k)∥
2

+ ∥Ŵ (k)∥
2

− ∥W∗∥2)

(34)

ηhT (z) h (z) ̄e2 (k + 1) ≤ ηl ̄e2 (k + 1) (35)

2ηϑŴT (k) h (z) ̄e (k + 1) ≤ ηϑl [∥Ŵ (k)∥
2

+ ̄e2 (k + 1)] (36)

ηϑ2ŴT (k) Ŵ (k) = ηϑ2∥Ŵ (k)∥
2

(37)

Based on (34)‐(37), (33) can be written as:

ΔV(k) ≤ ̄e2 (k + 1) − ̄e2 (k)
−2W̃T (k) h (z) ̄e (k + 1) − ϑ(∥W̃ (k)∥

2
+ ∥Ŵ (k)∥

2
− ∥W∗∥2)

+ηl ̄e2 (k + 1) + ηϑl [∥Ŵ (k)∥
2

+ ̄e2 (k + 1)] + ηϑ2∥Ŵ (k)∥
2

= (−1+ η (1+ ϑ) l) ̄e2 (k + 1) − ̄e2 (k) − 2ε (z) ̄e (k + 1)
−ϑ∥W̃ (k)∥

2
+ ϑ∥W∗∥2 + ϑ (−1+ ηl + ηϑ) ∥Ŵ (k)∥

2

(38)

Combining with (32), so that:

−2ε (z) ̄e (k + 1) ≤ gε2m + ̄e2 (k + 1)
g (39)

where g is a positive parameter.

Moreover,

ΔV(k) ≤ (−1+ η (1+ ϑ) l + 1
g ) ̄e2 (k + 1) − ̄e2 (k) − ϑ∥W̃ (k)∥

2

+ϑ∥W∗∥2 + ϑ (−1+ ηl + ηϑ) ∥Ŵ (k)∥
2

+ ϑW2
m + gε2m

(40)

when the parameters in (40) satisfy:

⎧{{
⎨{{⎩

g ≥ 1
0 < η (1+ ϑ) l ≤ 1− 1

g

0 < η (l + ϑ) ≤ 1
(41)

under this circumstance the Lyapunov function (32) will be convergent. Then the proving is finished.
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4 | ROBUST TRACKING CONTROL DESIGN

In this part, a hybrid sliding mode control method based on discrete‐time sliding mode control and the super‐twisting
algorithm is presented to furtherly improve the tracking effect and robustness.

4.1 | Design of Sliding Mode Controller

The error of output defines as follow:

err(k) = yr (k) − y (k) (42)

where y (k)is the actual output value of the system under FDI attack, while yr (k)is the reference input.
The sliding mode function of discrete‐time is designed as follow:

σ(k) = αΔerr(k) + β|err(k − 1)|q/p ⋅ sign (err(k − 1)) (43)

where α > 0,β > 0are the gain parameters. p and qare positive odd numbers satisfying q/p ∈ (0,1). AndΔerr(k) is
defined as Δerr(k) Δ= err(k) − err(k − 1).

Select a reaching law as follow:

σ(k + 1) = ς1σ(k) ⋅ sign(σ(k)) + ς2sig1/2 (Δψ̂ (k)) + ς3sign (σ(k)) (44)

where 0 < ς1 < 1,0 < ς2 < 1,ς3 < 0 are control parameters, and sigx (f (k)) Δ= ‖f (k)‖x ⋅ tanh (f (k)).
Let σ(k + 1) = σ(k), so that the equivalent control law can be obtained:

uceq (k) = Θ21
−1{C−1[yr (k + 1) − 1

α (ς1σ(k) ⋅ sign(σ(k))+
ς2sig1/2 (Δψ̂ (k)) + ς3sign (σ(k)) + βerr(k − 1)q/p) − err(k)]
− (Θ11 ̂x (k) +Θ12ψ̂ (k) +Θ31v (k))}

(45)

While the whole equivalent control law is selected as the following form:

uc(k) = λ3uceq (k) + λ4ucs(k) (46)

in which ucs(k) is the control input with the form of the super‐twisting algorithm shown in (47) and (48). λ3 > 0 and
λ4 > 0 are the weight parameters, which satisfy λ3 + λ4 = 1.

ucs(k) = −Γ1|σ(k)|
1
2 sign(σ(k)) + τ(k) (47)

τ(k + 1) = −Γ2sign(σ(k)) (48)

where Γ1 > 0 and Γ2 > 0are the constant gains that need to be designed.

Remark 3: The super‐twisting sliding mode function (43) can speed the convergence up. By designing a new reaching
law which contains the estimation of the attacks in (44), the influence of the attack can be damped in the finite
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time according to the basic principle of the sliding mode control [29]. To further promote system convergence, an
equivalent control law (46) is designed with weight parameters, which can improve the convergence property of the
system while ensuring the attenuation of attack influence.

4.2 | Analysis of the Sliding Motion

Definition 1: If given inequation as following is satisfied, then the sliding motion accessibility is proved [29].

|σ(k + 1)| ≤ |σ(k)| (49)

Lemma 1: Assume that the term containing estimated FDI attack error satisfies the following condition:

∥sig1/2 (Δψ̂ (k))∥ < ∥ς3∥ (50)

Proof: From (13), the observer errors will satisfy that ̄e(k) ≈ M ̄e(k − 1) ≈ ⋯ ≈ Mk ̄e(0). And because M
is Hurwitz, that is ∣λmax(M)∣ < 1 , then we can get that ̄e(k) ≤ ∣λmax(M)∣k ̄e(0) = ε(k), according to the defini‐
tion of the error ψ̂(k) ≤ ε(k) + ψ(k) and the boundedness of the difference of FDI attacks, the change of the
attack estimation is obtained as ∥Δψ̂(k)∥

1/ 2
≤ ‖Δψ(k) + Δε(k)‖1/ 2 ≤ ‖Δψ(k)‖ + ‖Δε(k)‖1/ 2 ≤ Ψd

1/ 2 + d, where

d = ∥(∣λmax(M)∣ − 1) ̄e(0)∥1/ 2 . If we let ∥ς3∥ > Ψd
1/ 2 + d , then sig1/ 2(Δψ̂(k)) ≤ ∥Δψ̂(k)∥

1/ 2
tanh(Δψ̂(k)) < ∥ς3∥.

Theorem 3: If the above‐mentioned inequation is satisfied, for the discrete‐time system in (1), the sliding mode func‐
tion in (43), as well as the equivalent control law in (46), the trajectories of the system will finally arrive into the sliding
mode bandwidth within finite steps.

Proof: The proof process can be separated into two steps: sliding motion accessibility and convergence in finite
steps.

According to (50), the sliding motion accessibility can be formulated as:

σ(k + 1) − σ(k)
= ς1σ(k) ⋅ sign(σ(k)) + ς2sig1/2 (Δψ̂ (k))
+ς3sign (σ(k)) − σ(k)

(51)

When σ(k) ≥ 0

σ(k + 1) − σ(k)
= (ς1 − 1)σ(k) + ς2sig1/2 (Δψ̂ (k)) + ς3

(52)

where, according to assumption 1,equals:

ς2 ∥sig1/2 (Δψ̂ (k))∥ + ς3 < ς2 ∥ς3∥ + ς3 (53)

Combining with 0 < ς1, ς2 < 1,ς3 < 0 and (53), it can be calculated that σ(k+1)−σ(k) ≤ 0. When σ(k) ≤ 0, the
same conclusion can be derived. So that (49) is satisfied. From the above proof steps, the sliding motion accessibility
has been proofed.
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When σ(k) ≥ 0, assume that the sliding motion will not cross the sliding surface when approaching the stable
state.

σ(1) = ς1σ(0) + sig1/2 (Δψ̂ (0)) + ς3 (54)

where sig1/2 (Δψ̂ (0)) contains the estimation attack error at the initial time, which can be regarded as zero.

σ(2)
= ς1σ(1) + ς2sig1/2 (Δψ̂ (1)) + ς3
= ς1 (ς1σ(0) + ς3) + ς2sig1/2 (Δψ̂ (1)) + ς3
= ς21σ(0) + ς1ς3 + ς2sig1/2 (Δψ̂ (1)) + ς3

(55)

……

σ(i)
= ς1σ(i − 1) + ς2sig1/2 (Δψ̂ (i − 1)) + ς3
= ςi1σ(0) + ςi−11 ς3 + ςi−21 ς3 + ... + ς01ς3
+ ςi−21 ς2sig1/2 (Δψ̂ (1)) + ςi−31 ς2sig1/2 (Δψ̂ (2))
+ ... + ς01ς2sig

1/2 (Δψ̂ (i − 1))

(56)

According to assumption 1, σ(i) can be zoomed into:

σ(i)
= ςi1σ(0) + ςi−11 ς3 + ςi−21 ς3 + ... + ς01ς3
+ ςi−21 ς2sig1/2 (Δψ̂ (1)) + ςi−31 ς2sig1/2 (Δψ̂ (2))
+ ... + ς01ς2sig

1/2 (Δψ̂ (i − 1))
≤ ςi1σ(0)
+ ςi−11 ς3 + ςi−21 ς3 + ... + ς01ς3
+ςi−21 ς2ς3+ςi−31 ς2ς3+...+ς01ς2ς3

(57)

Let σ(i)= 0, according to 0 < ς1, ς2 < 1, ς3 < 0 and (50), an effective solution can be calculated. i∗ =
⌊f (σ(0), ς1, ς2, ς3)⌋ is the finite step. When σ(k) ≤ 0, a similar conclusion can be obtained. From the above proof
steps, the convergence in finite steps has been proofed. This completes the proof.

5 | SIMULATION AND EXPERIMENT RESULTS

In this section, both numerical simulation and practical experiments are carried out to show the effectiveness of the
proposed control methodology.
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5.1 | Numerical Simulation

In this subsection, the numerical simulation is based on the system proposed in the formulation (1), the parameters are

G = ⎡⎢
⎣
0.9647− 0.0282
0.01960.9997

⎤⎥
⎦
, H = ⎡⎢

⎣
0.0196
0.0002

⎤⎥
⎦
, C = ⎡⎢

⎣
−0.2293
1.4393

⎤⎥
⎦

T

. External disturbance w (k) = 2 sin 3k+3 cos 2k.

The FDI attack point is selected by random seed, and the attack size is randomly associatedwith the output signal. The
gain of the observer is Z = [0.07− 0.10420.3736]T, and the corresponding parameters are as follows: q1 = 0.03,
q2 = 0.22, μ = 0.06. λ1 = 0.9, λ2 = 0.1. The parameters of the sliding controller are: α = 0.03, β = 5, q/p = 3/5,
ς1 = 0.1, ς2 = 0.9, ς3 = −10, λ3 = 0.65, λ4 = 0.35, Γ1 = 260, Γ2 = 0.5. All the initial values are set as zero.

The simulation results are explained as follows.
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F IGURE 2 External disturbance of the system

FIGURE 2 shows the external disturbance injected into the system states, which is a mixed sinusoidal signal
in general. This item is used to simulate the network interference that the system may encounter during network
transmission, and it can also be replaced with other types of bounded interference with upper bound ‖w(k)‖ ≤ 4 .

FIGURE 3 depicts the output tracking trajectories at the speed of 1500 rad/min with random FDI attacks. The
proposed control method, HDSMC, along with the discrete‐time sliding mode control method, which works without
the super‐twisting algorithm is compared. The proposed method, at about the 66th point (about 3s) begins to let the
system stable. While the compared method becomes stable about 89th points, which is later than proposed method
for about 0.6s. Meanwhile, the compared method has more static error 32, which is larger than the proposed one 4
as shown in FIGURE 3. Moreover, when the FDI attack launches, the proposed method becomes stable again quicker
than the compared one.

FIGURE 4 shows the corresponding control input of the methods. From which, it can be seen that the proposed
method consumes less energy to become stable when the attack happens. FIGURE 5 reflects the sliding surface of
the system via two different methods. The sliding motion of the proposed method approaches to stable state much
quicker with 16 sample points than the compared one. Moreover, the proposed method gets a smaller approach error
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F IGURE 3 Output tracking of the system at a fixed speed
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F IGURE 4 Control input of the system at a fixed
speed
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46.5833, which is smaller than 82.2933 of DSMC.

To furtherly compare the performance of the two different methods. The simulation of tracking control with
speed varying from 1500rad/min to 2500 rad/min is carried out. Results are shown in the following.

FIGURE 6 represents the output tracking trajectories of the system at changed speed with the two different
control methods. The proposed controller performs better than the compare one. When speed changes, the pro‐
posed control method reacts faster with 27 sample points, and tracks more precisely, while the compared one has a
significant static error. When the FDI attack launches, the proposed method jitters slighter and stabilizes rapidly.
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F IGURE 6 Output tracking of the system at changed speed
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F IGURE 7 Control input of the system at
changed speed
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F IGURE 8 Sliding surface of the system at
changed speed

Analogously, a simulation is executed to compare the control input and sliding motion performance. The results
are shown in FIGURE 7 and FIGURE 8. Same as the aforementioned conclusion, the proposedmethod performs better
in tacking response and tracking accuracy. When an attack occurs, the system deviates from a stable tracking speed.
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Both methods can restore the system to stability. However, the proposed method has better advantages. From the
control input diagram, the proposed method consumes less control resources. From the perspective of sliding mode
motion trajectory, the proposed method can recover to a balanced state faster, and has a smaller sliding mode jitter
with 101.559 bandwidth and less than the 153.519 of DSMC, thereby reducing the static jitter of the system.

5.2 | Practical Experiment

In this part, practical experiments are carried out on the NetController plant. As is shown in FIGURE 9, the plant
contains a DC motor system, a NetController, and a monitoring system. Each part is connected via the network. The
set model is downloaded to the controller through the PC via the network. The controller executes the corresponding
program and acts on the DC motor system. The corresponding control parameters of the controller are transmitted
back to the monitoring system through the network.

F IGURE 9 DC motor system with NetController plant

The system parameters of the DC motor system mentioned in the numerical simulation part are the same as
experiment plant parameters, which are calculated through system identification. The experiment time is set as 60s.
The speed tracking results are shown in FIGURE 10 to FIGURE 15.

FIGURE 10 describes the output trajectories of the experimental plant at the speed of 1500rad/min. The dif‐
ferences between these methods are tiny. The proposed control method acts better than the compared method. It
has smaller jitters when the system is stable , which is similar the results of the simulation, the convergence speed of
HDSMC will faster than DSMC with 16 sample points and the tracking error 3.51 is smaller than the 30.47 of DSMC.
Also, when the FDI attack launches, the proposed method reflects quicker.

The control input of the plant at a fixed speed of 1500rad/min is shown in FIGURE 11. When system is attacked
and trends to become unstable, both control methodswill consume resources to stabilize the system. It is worth noting
that the proposed HDSMC consumes less resources and can recover to a stable state faster. FIGURE 12 shows the
sliding motion of these two methods. Similarly, the compared method reaches the sliding surface slower and has a
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F IGURE 11 Control input of the plant at a fixed
speed
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larger static error. When an attack occurs, the steady state of the system is destroyed. The proposed HDSMC control
method can make the sliding mode motion closer to the sliding mode surface faster and has a smaller approach error
51 than 78 of DSMC.

The tracking control of the plant at changed speed is furtherly carried out to compare the performance of the
two different methods, which are shown in FIGURE 13 to FIGURE 15.

0 500 1000 1500
Sampling Point(k)

-1000

0

1000

2000

3000

4000

5000

Sp
ee

d(
r/

m
in

)

Speed Tracking with Attack
Reference
DSMC
HDSMC
Random FDI Attack Point

50 100 150 200 250
0

1000

2000

k=124

y=2243.62

y=2283

k=107

F IGURE 13 Speed tracking of the plant at changed speed

In FIGURE 13, when the system starts to work, the compared one has an obvious tracking error at the reference
speed of 2500 rad/min. Also, it tracks slower than the proposed method. When the system deviates from the steady
state after an attack, the compared method takes a long time to recover to a stable tracking state.
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F IGURE 14 Control input of the plant at
changed speed
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FIGURE 14 shows the control input trajectories with the reference speed varying from 1500 rad/min to 2500
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rad/min. Results illustrate that the proposed control strategy jitters smaller when speed changes and an attack hap‐
pens. FIGURE 15 presents the sliding motion of these two ways. The proposed one response quicker 17 sample
points and tracks better with 17 tracking error and less than the tracking error 56 of DSMC . Similar to the simulation
results, the proposed method has better characteristics. When an attack occurs, the proposed method consumes
less control resources and restores the sliding mode movement to a balanced state faster. Similarly, the sliding mode
movement has a smaller jitter bandwidth at this time, so the static jitter page of the entire system is smaller. All the
conclusions prove the effectiveness of the proposed method.

6 | CONCLUSION

In this paper, a networked control system with external disturbance and FDI attacks is considered. The instability
and jitters are introduced. To solve these problems, firstly the system is researched and modeled. Then, an extended
functional observer is presented to observe the states and suppress the effect of FDI attacks and external disturbances.
The stability of the observer is proofed. Furthermore, a hybrid control method based on discrete‐time sliding mode
control and the super‐twisting algorithm is presented. The reachability of sliding surface and convergence in finite
steps are testified. In the end, the proposed control method is carried out on numerical simulations and practical
experiments. Both Results show the reliability and effectiveness of the proposed method in this paper. However,
the content studied in this paper still has certain limitations. The control object studied in this paper is a linear time‐
varying system, and there may be many nonlinear and time‐varying systems in actual engineering. In addition, this
article focuses on how to quickly restore stability after being attacked. In the future, research can also focus on
intrusion detection.
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